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Abstract 
Generic chatbots can function as virtual tutors, assessing responses and providing 
feedback. However, trained on generalized data limits them to act as subject-specialist 
tutors, resulting in weak or inaccurate responses and feedback, particularly for complex 
queries. We aimed to develop and evaluate whether a specialised information retrieval 
system can enhance a generic chatbot’s capabilities. The customized chatbot was 
integrated into a teaching session and evaluated by the students. Our approach enabled 
the chatbot to access relevant information and provide tailored feedback, resulting in 
75% of students finding the teaching session engaging and helpful. Students also 
expressed a preference for the customized chatbot over a generic one. However, 
occasional inaccuracies in responses to highly complex queries occurred and were 
attributed to incomplete optimization of the retrieval system. To address this, we 
recommend developing a comprehensive knowledge database and fully optimising the 
retrieval system to ensure consistently accurate and contextually relevant responses.  
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1. Introduction

Studies on the use of AI chatbots are growing at an ever-increasing rate. For instance, a search 
on Google Scholar returned 102,000 results for 2024 alone, representing a significant increase 
of over 110% from the 48,400 results for 2023. These numbers highlight the growing interest 
in using chatbots, such as ChatGPT, Gemini, and Copilot, commercially available from OpenAI, 
Google and Microsoft respectively, for a wide range of applications including teaching and 
learning practices. While many educational institutions encourage the use of chatbots to enhance 
learning, concerns related to inaccurate responses and data privacy are persistently flagged by 
studies (Ansari et al., 2024; Labadze et al., 2023). These concerns emphasize the critical need 
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for solutions that prioritize accuracy in chatbot responses and ensure robust data security 
measures to foster student trust and engagement. 

Despite the widespread adoption of chatbots, there is a critical gap in research on practical 
strategies to address these issues, as well as limited understanding of students' perspectives on 
these concerns and how they impact their engagement with these tools for learning. In this study, 
we address these issues by investigating whether we can enhance the capability of a generic 
chatbot to access our own specific knowledge base to provide contextually accurate responses.  

2. Approaches to enhance chatbot capabilities 

Chatbot development typically begins with the use of a foundation model (FM). Foundation 
models are pre-trained on a vast body of generalized data, equipping them with a broad 
knowledge base and the ability to generate coherent responses. To further enhance the 
capabilities of these models, Reinforcement Learning (RL) is often employed. In this process, 
human evaluators review the chatbot's responses, providing feedback on critical factors such as 
accuracy, relevance, and fairness. The chatbot incorporates this feedback into its learning 
process, enabling it to adjust its parameters and prioritize outputs that better align with the 
desired criteria. This iterative feedback loop allows the chatbot to continuously evolve and has 
been reported to improve its ability to deliver accurate and user-aligned responses (Izadi and 
Forouzanfar 2024). However, retraining foundation models through RL for domain-specific or 
organizational applications is computationally and financially intensive. An alternative 
approach is the Retrieval-Augmented Generation (RAG) model, which bypasses the need for 
extensive retraining. Instead, RAG combines a generic LLM with a retrieval system, enabling 
it to access a specifically developed database containing domain-specific information (Gao et 
al., 2023). We reason that the technique could be applied in teaching and learning to empower 
chatbots to handle complex tasks and provide contextually relevant responses on specific 
subjects. Several recent studies have explored the application of RAG in different contexts. Saha 
et al. (2024) showed that standard RAG configurations outperform traditional LLM outputs in 
terms of factual precision and contextual alignment in question-answering tasks. Modran et al. 
(2024) developed a RAG-based tutoring system and highlighted the anticipated benefits of the 
architecture in supporting domain-specific learning. However, as their work remains in 
preliminary stages, insights from the learner’s perspective are yet to be published. Recognising 
the importance of student-centred evaluation, this study presents a practical implementation of 
a RAG-enhanced chatbot in a live educational setting. The system was embedded with 
curriculum-specific content and its effectiveness assessed through student feedback and 
comparative analysis. 
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3. Methodology 

3.1. Development of a local chatbot with RAG capabilities and its workflow 

Building on previous work demonstrating that chatbots can deliver feedback aligned with 
predefined assessment criteria, this study introduced a teaching session where students received 
tailored feedback from a RAG-enhanced chatbot. For the chatbot a small LLM called discolm-
mfto-7b-german-v0.1 was chosen due to it needing reduced computing power while providing 
robust performance in German. (discolm-mfto-german, 2024). The chatbot was integrated with 
RAG, allowing it to retrieve task-specific data such as student tasks, sample solutions, and 
relevant datapoints. Supplemented by a tailored prompt describing assessment criteria, this 
setup enabled the chatbot to deliver a more reliable, targeted feedback aligned to specific 
exercises (Woo et al., 2024). The chatbot followed a multi-step workflow: first, it received the 
input, then it queried the retrieval system for relevant context and finally generated feedback by 
combining this retrieved information with the instructional prompt. 

 

Figure 1. The implementation of the RAG model. A locally situated chatbot was combined with a retrieval 
system enabling it to access a highly selective database to provide domain specific responses. 

To enhance accuracy and contextual relevance, the temperature was set to 0 to reduce 
variability, and the Top-K parameter was lowered to 5 to limit retrieved text sections (Chang et 
al., 2023; Yu, 2022). Further details on the setup, hardware, and software can be found on the 
Bochum University’s Sustainable Technologies Laboratory ’s documentation website.  
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3.2. Design of the teaching session integrated with the RAG powered chatbot 

To evaluate the performance of the custom-built chatbot as a virtual tutor, it was integrated into 
a 90-minute trial teaching session on Ecodesign, delivered in December 2024 at Bochum 
University to undergraduate students enrolled in the Sustainable Development bachelor's 
degree. The design of the session involved students completing a practical exercise drawn from 
the Ecodesign lecture. The exercise required them to calculate which life cycle phase: 
production, transport, or use had the highest global warming potential (GWP), using data 
provided on an e-scooter and reference values for the GWP of various materials and processes. 
Based on their calculations, students were then asked to make practical design recommendations 
to reduce environmental impact in line with Ecodesign principles. Run as a cohort-wide activity, 
providing individualized support and feedback to each group’s recommendations during the 
session has previously been impractical due to time constraints and the scale of the class. The 
integration of a local chatbot tutor powered by RAG was proposed as a solution to address these 
challenges as students would be able to complete the tasks while receiving real-time, 
constructive feedback tailored to their specific input.  

3.3. Evaluation instrument and analysis 

We developed a structured questionnaire designed to systematically collect both quantitative 
and qualitative data. The instrument was informed by established principles of educational 
evaluation (Kelley et al, 2003) and reviewed by academic staff to ensure validity and reliability. 
A mix of Likert-scale, ranking, and open-ended questions allowed for a well-rounded and 
triangulated analysis of user experience. The questionnaire covered key areas relevant to chatbot 
effectiveness, including performance metrics and student preferences as shown in Table 1.  

Table 1. Survey insights: Areas of interest and examples of metrics which were evaluated 

Area of interest Examples 

Ranking of requirements accuracy, speed, data security 

Evaluation of the trail session helpfulness, personal impressions 

Comparison with other feedback methods commercial offers, sample solutions 

The study was designed and conducted in accordance with the university’s Educational 
Research standards. All students were fully informed of the study’s purpose and assured that 
participation was voluntary, thereby enabling informed consent. To protect student 
confidentiality, no personal data was collected during the evaluation. Although all students (n = 
30) were invited to complete the questionnaire, 12 responses were received. While this number 
does not support statistical significance, a 40% response rate exceeds the widely accepted 
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minimum threshold of 30% for online surveys in educational settings (Nulty, 2008) and was 
therefore considered acceptable for analysing the results and identifying trends. 

4. Results and discussion 

4.1. Identifying students’ requirements for engagement with a learning chatbot  

One of the first findings of this study focused on identifying students’ expectations and priorities 
regarding AI-driven educational tools. Research shows that students may hold ethical concerns 
or skepticism about the reliability of AI-generated feedback, which can impact their engagement 
(Schei et al., 2024). To inform the design of a locally situated chatbot, students were asked to 
rate the importance of three key functionalities: accuracy, response speed, and data security. 

Findings showed that accuracy was the highest priority, with all students rating it as “very 
important.” Speed was also valued, with 75% rating it as “important” or “very important.” In 
contrast, opinions on data security were split evenly. These findings are consistent with broader 
research (Schei et al., 2024). 

4.2. Evaluation of chatbot functionality and impact on student learning  

The chatbot, customized with RAG-enabled parameters, was integrated into the Ecodesign 
session to assess students’ solutions and provide feedback. This evaluation followed an 
Exploratory Testing approach as defined within the international software testing standard 
(ISTQB, n.d.). Its accuracy was evaluated by comparing its responses to the worked model 
solutions, and it was found to correctly identify and report errors in students’ submissions. As 
part of the test session it was observed that the chatbot hallucinated content—particularly in its 
explanations of errors when responding to incorrect student submissions—and that its 
mathematical calculations were unreliable. While our setup ensured data security, as all 
information entered into the chatbot was stored within the local server, its relatively slow 
processing speed in comparison to commercially available chatbot like ChatGPT was noted by 
students which may have impacted their overall user experience. Table 2 provides a summary 
of the chatbot’s performance across these key functionalities mapped against their priority as 
perceived by students. 

We then sought to understand students’ perceptions of the chatbot’s feedback compared to other 
forms of support, including sample solutions, tutorial sessions, and commercially available 
chatbots. While we acknowledge the limitations of retrospective evaluations, the responses 
clearly indicated a preference for using the chatbot over receiving no feedback, suggesting it 
added value to the learning process. However, traditional methods such as written feedback with 
opportunities for clarification and tutor-led tutorials remained the most preferred. This suggests 
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that while chatbot feedback is beneficial, it is best positioned as a complement rather than a 
replacement for human-guided support (Figure 2). 

Table 2. Summary of the evaluation of the chatbot tutor based on the student requirements 

Functionality Relevance Result Further details of result 
Accuracy very 

important 
partly 
achieved 

+ Feedback finds relevant mistakes within the 
students’ solution. 
- Feedback contains hallucinated content. 
- Mathematical operations within the feedback are not 
reliable. 

Speed important not 
achieved 

- Response time of more than 5 seconds, sometimes 
up to several minutes 
- Unable to process several requests in parallel 

Data 
Security 

partly 
important 

achieved +  Entered data is stored on the local server and can 
only be viewed by the application administrator. 

 

Figure 2. Students’ perception of the bespoke chatbot in comparison to other feedback methods. Figure 
shows how the students ranked their preference on average on a scale from -10 (preferred chatbot) to 10 
(preferred alternative method). 

5. Summary and Outlook 

This study developed and evaluated a German-language chatbot tutor using open-source 
frameworks Ollama and OpenWebUI, tailored to help students identify weaknesses in their 
learning and provide domain-specific feedback in an Ecodesign course. By integrating RAG, 
the chatbot effectively helped students identify errors in their submitted work. 
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Pedagogically, we believe there are several implications of this approach on student learning. 
Firstly, this approach fosters self-regulated learning, which can enhance student engagement. 
By enabling students to assess their own understanding, they gain greater ownership over their 
learning leading to increased academic performance. Research indicates that self-regulated 
learning helps students gain confidence and develop critical thinking skills which contribute to 
improved academic outcomes (Broadbent et al., 2021). This approach also helps to make 
learning an active process. The provision of immediate, context-specific feedback supports 
learners in actively constructing their understanding, aligning with principles of constructivist 
learning theory. The approach of providing instant assessment and feedback aims to help 
students identify knowledge gaps and adapt their strategies accordingly. This form of 
metacognitive regulation is associated with increased motivation and deeper learning 
engagement (Nicol & Macfarlane-Dick, 2006). However, we acknowledge that our current 
implementation did not fully meet these objectives. The chatbot’s delayed response time and 
hallucinated content limited the overall effectiveness of the feedback. We attribute this to two 
main factors: insufficient curation of domain-specific content and the limited computational 
optimization of our deployment environment. 

To address these limitations and enhance reliability, we propose the following improvements: 

1. Improved Accuracy: Enhancing RAG capabilities through curated domain-specific 
materials and refining both the retriever and the language model. 

2. Performance Optimization: Upgrading to a GPU with at least 28GB and implementing 
parallel model instances or efficient request handling to support multiple users 
simultaneously. 

3. Comprehensive Evaluation: Conducting additional tests, including functional and 
stress testing, and collaborative evaluations with students to ensure usability and 
performance. 

In summary, the proposed improvements in performance, accuracy, and evaluation will help to 
refine the development of GenAI-driven educational tools.  
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